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ABSTRACT 

 

The evolution in modern computer technology produce an huge amount of data by the way of using updated 

technology world with the lot and lot of inventions. The algorithms which we used in machine-learning 

traditionally might not support the concept of big data. Here we have discussed and implemented the solution 

for the problem, while predicting breast cancer using big data. DNA methylation (DM) as well gene expression 

(GE) are the two types of data used for the prediction of breast cancer. The main objective is to classify 

individual data set in the separate manner. To achieve this main objective, we have used a platform Apache 

Spark. Here,we have applied three types of algorithms used for classification, they are decision tree, random 

forest algorithm, support vector machine   algorithm   which   will   be   mentioned   as   SVM .These three 

types of algorithm used for producing models used for breast cancer prediction. Analyze have done for finding 

which algorithm will produce the better result with good accuracy and less error rate. Additionally, the 

platforms like Weka and Spark are compared, to find which will have the better performance while dealing 

with the huge data. The obtained  outcome  have  proved  that the Support Vector Machine classifier which is 

scalable might given the better performance than all other  classifiers and it have achieved the lowest error 

range with the highest accuracy using GE data set 
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I. INTRODUCTION 

 

In this era, organizations which are in various sectors 

are obtaining and crossing the huge limits of data 

than the last decade The information we are 

capturing are of with various types, large cases are 

including the huge data from the field of biomedical, 

sensors, spatiotemporal stream networks, social 

networks, etc. The data we are getting in a day to day 

life is due to spending our life blindly with the 

modern inventions all the time without concerning 

our traditional life style . 

In our modern world to manage this huge amount of 

data cannot be possible without the modern 

techniques used these days. One of the major field 

which occupy this entire world is Machine learning. 

Machine Learning is the concept of making even the 

machine to think by themselves like a human. In the 

other word , it is like creating the sense to the human 

to make it work like a human without the help of 

anyone. This can be achieved by training the machine 

by providing the training data set to make an analysis 

and can perform a task by its own with the data. Here 

the training of machine can be obtained through 

three types of learning they are unsupervised, and 
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supervised, and reinforcement learning.For each type, 

of learning several algorithms and techniques 

willexist. 

 

II. LITERATURE SURVEY 

 

In Literature survey there been a many projects and 

implementation about prediction of disease or 

anything using artificial intelligence, neural networks 

and machine learning and in all the projects there 

will be a common thing which get existing and there 

wont be unique implementation and in all the 

prediction projects the common problem identified is 

the prediction would not support for the Big data, 

which is the most efficient one to take place in this 

modern century. We have found a many studies 

which deals with the prediction problem and 

recurrence using the vast concept, that is data mining 

techniques such as decision trees. Delen et al. Have 

used the concepts like decision trees, logistic 

regression and artificial neural networks to obtain the 

data models using the dataset. Lundin et al. used 

logistic regression models to predict breast cancer 

survival at different age person. They have analysed 

and study the most of the patient details with the 

factors like age, tubule formation, tumor necrosis etc . 

In this they have used the data mining concept for 

finding patterns which is the common factor and link 

between all the breast cancer patient. 

  

A.Punitha et al. 2007 discussed the concept of breast 

cancer using genetic algorithm, adaptive resonance 

theory. They have trained totally 700 samples with 17 

data missing, and 683 with the symptoms causing 

breast cancer. In that 64% are in beginning stage and 

36% are in malignant. 

 

III. EXISTING SYSTEM 

 

1. If a patients came for check up, the previously 

existed methodology will only gather patients data 

individually. This is the only option that exists in our 

medical field till 2000.During that period the doctor 

should go through patients data manually. Sometimes 

there may be the probability of human errors. The 

rate of finding the cancer for more accurately may 

take several medical test over several period of time. 

 

2. The new method which existing after 2000 will 

collect each and ever medical data of the patients over 

the database. Storing medical information over 

database will help the doctor to visualizing the data in 

digital form. By the help of modern medical records 

the probability of finding the diseases in the patients 

will be much more easy. The accuracy of the result by 

using the modern methodology like Machine learning 

will have a higher diseases prediction over the 

traditional one. 

 

IV. PROPOSED SYSTEM 

 

We here built and constructed the various models 

with the help of three algorithms which are used for 

classification : Random Forest algorithm, Decision 

tree algorithm and support vector machine algorithm. 

Library like ML lib in Spark used for implementations 

of the algorithms which will used for dealing with the 

big data. 

 

Support Vector Machine algorithm. Used for 

classification on field like bio informatics, because of 

its features like performance, efficiency, and ability 

for dealing with the major concern like GE data, 

high-dimensional feature space its features effect is 

considered very high. 

 

At the initial stage, Spark Context will get initiate and 

the major configuration get determined, like number 

of nodes to used for processing the huge data. 

Additionally they used Resilient Distributed Data set 

to store the data set. It provides a interface which are 

alike, and can deal with varieties of data emerging 

from various resources. The data which get stored in 

Resilient Distributed Data set can be partitioned and 

it can be distributed on cluster of data which allows 

the parallel processing of every portion 
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simultaneously. The work mentioned on the Spark 

context get distributed on clusters for performing the 

process on individual portion of data. The RDD may 

provides a mechanism called fault- tolerance in way 

of distributing individual three copies of partition of 

data on various cluster. 

 

 
 

V. BRIEF METHODOLOGY 

 

The samples of data used with methods of machine- 

learning will be described by the various features 

which will be of various and different types of values. 

The data’s nature will be used to decide the different 

type of Machine-learning algorithm techniques used 

for obtaining information which are valuable. 

 

The major Work is scaling up the algorithms used in 

machine learning for classification by applying 

individual data set jointly and separately. The various 

algorithms used for classification like support vector 

machine, random forest, decision tree for creating 

models which will be used for breast cancer 

prediction. 

 

 
Fig 1.1 

 

In Fig 1.1 it shows the comparison performance of 

three classifiers 

 
Fig 1.2 

 

Fig 1.2 shows the accuracy of all the three algorithm 

which we have been used. 

 
Fig 1.3 

 

Fig 1.3 shows the accuracy plot of the classifiers and 

its accuracy.  

 

Data Preprocessing 
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Preprocessing of data contains the way which will 

turn the data sets to a format in which the rows and 

columns related to the patients and genes. For 

working in spark environment, we may change the 

data sets to Lib SVM which is input for Spark, For 

Weka data sets loaded in format of comma separated 

values files. Additionally, configuration made for the 

Class Assigner of Weka get map for Class column. As 

a result the instances get classified in a way of 

“Patient”or “Normal”. 

 

Support Vector Machine: 

 

Support Vector Machine is the important study which 

will be used for a supervised learning in for various 

purpose like recognize and analyzing the data 

patterns, for the purpose of regression analysis and 

classification. The SVM is one of the standard 

mechanism uses entire set of data for input and for 

prediction, SVM used to build a model which can 

allocate examples for one category or for other 

category to make it as a non-probalistic binary lineary 

classifier 

 

Decision tree: 

 

Decision tree is the efficient method and well-

equipped methods used for classification. It gives 

benefit by generating rules which are explainable 

with conditions that makes to understand the 

correlation between gene and their share in 

occurance of breast cancer.Spark decision tree is a 

algorithm which undertakes a binary partitioning of 

space in a recursive way. In The decision tree every 

partition will occured by selecting a better split from 

the splits which are possible. This can be done to 

increase the information obtain at a tree node. It will 

handle the each and every data set in a way of row by 

row. It will be used for splitting the instances of data 

set. 

 

VI. CONCLUSION AND FUTURE SCOPE 

 

This various machine-learning techniques used in 

prediction of breast cancer. The best challenge is to 

obtain the accurate classifier, which will be used for 

all type of and huge amount of data. Here we have 

used three major techniques which is used for 

classification to ensure the best prediction of breast 

cancer. Here which our major aim is achieved using 

the Apache Spark which will be useful in case of big 

data. The additional comparison of using spark 

framework and traditional Weka framework is made 

by using it in the process. 

 

We compared the the method of predicting the 

cancer with the high accuracy. The result obtained 

ensures that the SVM having a highest accuracy with 

the best performance at lower error rate. Further 

different studies should be conducted for improving 

classification techniques and its performance using 

different dataset and selection techniques. Another 

way is measuring deep learning performance using its 

architecture for predictions. 
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